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Outline

• Burden and introduction of AMR
• From genotype to phenotype
• Application of machine learning



Potential routes of transmission of AMR bacteria



Death attribute 
to AMR

O’Neill 2016



Research & Development in antibiotics

O’Neill 2016, Cooper 2011



Rapid diagnostics to 
optimise treatment 

Machine learning application in dermatology, 
histopathology images

O’Neill 2016, Andre Esteva 2017, Dmitrii Bychkov 2017



Antimicrobial Susceptibility Test: Methods 

1. Broth Dilution

0.125|0.25|0.5|1| 2  | 4  | 8  | 16 |32|64|

Minimum Inhibitory concentration (MIC)

2. Antimicrobial gradient diffusion, disk diffusion test

3. Automated instrument systems

Phoenix

Vitek 2

Sensititre ARIS 2X



Antimicrobial Susceptibility Test: Criteria 

Interpretive criteria by CLSI/EUCAST based on: 
(1) microbiologic data 
(2) pharmacokinetic and pharmacodynamic data (PK/PD)
(3) Clinical study results

Sensitive(S) Intermediate(I) Resistant(R)  



FDA, 2009

Class II Special Controls Guidance 
Document: Antimicrobial Susceptibility 
Test (AST) Systems 

Performance:

1. Essential Agreement (EA): > 90%
exact agreement or within ± one two - fold dilution of the 

reference method

2. Discrepancy – major: ≤ 3%
The reference category result is S and the new device result is R. 

3. Discrepancy – very major: based on population
The reference category result is R and the new device result is S.



Number of bacterial and archaeal genomes 
sequenced each year and submitted to NCBI.

Land, 2015



Susceptible or Resistant based on presence and 
absence of AMR genes 

Year Bacteria Model Antibiotics EA ME VME

2013
74 E. coli
69 Kpne - 7 96% 2.1% 1.2%

EA: essential agreement               >90%
ME: major error S->R                    ≤ 3%
VME: very major error R->S         < 3%

Species Antibiotics (ME) Genotype Phenotype
E. coli Ceftazidime

(15%) 
blaTEM, 
blaCTX-M

S

Kpne Amoxicillin 
(4%)

blaSHV S

Species Antibiotics (VME) Genotype Phenotype

Kpne Ciprofloxacin (6%) - R

Stoesser 2013, Bradley 2015, Gordon 2014, McDermott 2016

Others: S. aureus, MTB, Nontyphoidal Salmonella…



Minimum Inhibitory concentration (MIC) 
0.12 0.25 0.5 1 2 4 8 16 32 64

How to predict exact value?  



Supervised leaning in Machine Learning



Minimum Inhibitory concentration (MIC) Prediction by 
machine learning methods

Year Species Model Target Total EA ME VME
2017 pneumococcu

s 
Random forest 3 PBP 

types
4309 97% 1.2% 1.4%

2017 Neisseria 
gonorrhoeae 

Multivariate 
linear regression 
models 

~10 
AMR 
genes

681 93% 1.3% 1.7%

EA: essential agreement               >90%
ME: major error S->R                    ≤ 3%
VME: very major error R->S         < 3%

Li 2017, Eyre 2017



Can We Use Whole Genome Data Without 
A Priori Information?



MATRIX MIC AAAATTTTCC AAAATTTTCG …
sample1 4 20 30 …
sample2 8 10 20 …
… … … … …

K-mer based modelling

XGBoost (Extreme Gradient Boosting) model 



Ensemble Learning 

Bagging

Random forest

Boosting Stacking

Gradient Boosting

XGBoost (Extreme Gradient Boosting) model 

Chen, 2016



Year Species Model Target Total EA ME VME
2017 Klebsiella 

pneumoniae
XGBoost Whole 

genome
1668 92% 3.7% 3.1%

K-mer based modelling (1)

Requires no a priori knowledge 

EA is largely dependent on the number of resistant isolates that were sampled for each antibiotic 

EA is similar (92%) of 3 models: Whole genome data & AMR genes  & Non-AMR genes

Nguyen, 2017



Year Species Model Target Total EA ME VME
2018 Nontyphoidal 

Salmonella 
XGBoost Whole 

genome
5278 95% 2.7% 0.1%

Nguyen, 2018

K-mer based modelling (2)

Only trained 
4500 genomes 
due to memory 
limit (1.5TB)



EA is stable by year, source, states



XGBoost assigns important k-mers predict MIC change



Conclusions

• Whole genome sequencing offers the potential in predicting AMR

• Machine learning algorithms demonstrate value in MIC prediction with acceptable accuracy in 

clinical diagnosis

• XGBoost is readily to be applied to other important human pathogens even without a priori AMR

information 

Limitation
• Training set: large, balanced database with metadata

• Interpretation: Machine learning models exhibit a trade-off between accuracy and intelligibility 
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